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From	classical	to	state-of-the-art	methods



What	is	the	Two	Sample	Problem?

𝑋", … , 𝑋%	~	𝑃	𝑖. 𝑖. 𝑑
𝑌", … , 𝑌-	~	𝑄	𝑖. 𝑖. 𝑑

•Two	Sample	Problem
𝑃 = 𝑄	?

•Example:
• Is	there	a	difference	in	blood	glucose	level	between	two	
groups?
• Is	there	a	difference	in	test	score	between	two	schools?
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Parametric	Approach

•Assume	the	type	of	distribution	and	compare	
their	empirical	moments.
• Two	sample	t	tests.	(1st order	moment)
• F	tests.	(2nd order	moment)

• If	the	parametric	assumptions	are	not	
satisfied,	they	cannot	work	well.
• Ex:	
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Ex:	Welch’s	t-test	and	F	test

Apparently,	they	cannot	take	into	account	3rd or	higher	order	
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Nonparametric	Approach	
(Kolmogorov	Smirnov	test)

•One	dimensional	variables
• Empirical	Distribution

•KS	test	statistics

t

Image:
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Nonparametric	Approach	
(Mann–WhitneyU	test)

•Define	kernel

And	corresponding	
U-statistic	is

Test	statistic:	

•Mann-Whitney	U	statistic	
is	average	number	of	

for	possible																
combinations.
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Asymptotic	properties

üFor	more	general	kernel,	see	Van	der	Vaart(2000).

•Consider	kernel																			,	and	U-statistics

•Assume,																													.	Then,					

where,																																	,
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Extension	to	kernel	methods	

• Idea:	RKHS	embedding	of	distributions.

RKHS
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Relationship	with	usual	Kernel	Method

Feature	map

Measure	map

Reproducing	property

x

y

o

RKHS

RKHS

We	write

.

Reproducing	property
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Why	Kernel?

•Characteristic	kernels	hold	all	the	information	
of	the	moment.
• This	can	be	checked	easily.	Consider	the	taylor expansion	
of	characteristic	kernels,	e.g.	gaussian kernel,	and	take	
expectations	by	any	distribution.

•They	can	be	defined	for	any	data.	
• Of	course,	they	can	be	used	
for	multi-dimensional	data.
Furthermore,	for	structured	data
such	as	strings.
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Applications	of	Kernel	Method

•Feature	map	perspective
• SVM,	Kernel	PCA,	
Kernel	CCA,	Kernel	FDA,
Kernel	Ridge	Regression,	SVR,	etc…

•Measure	map	perspective
• Kernel	Two	Sample	Test,	HSIC,	
Kernel	Dimensionality	Reduction
• Kernel	Bayes	Rule,	
Kernel	Monte	Carlo	Filter,	
Kernel	Spectral	Algorithm	for	HMM,
Support	Measure	Machines,	etc…
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Measure	distance	of	distributions	in	RKHS

•MMD:	maximum	mean	discrepancy
• To	conduct	test,	we	define	the	distance	of	
distributions	as	MMD;

• If															,	MMD	becomes	0.

RKHS
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Empirical	Estimator	of	MMD

•By	replacing	kernel	mean	with	its	empirical	
estimator,	

•We	use	its	unbiased	version;

12/9/16 13Yuchi	Matsuoka/Forefront	of	the	Two	Sample	Problem



Relationship	with	U	statistics

• is	an	2	sample	U-statistics	using	kernel

•We	can	get	its	asymptotic	null	distribution	
applying	theory	of	U-statistics!!
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Difficulty	

•Reminded	the	claim	of	theorem	of	
asymptotic	normality	of	U-statistics,	it	
calculate	a	quantity,
•This	case,	it	becomes	0.
•This	implies	that	we	have	to	multiply	
quantities	bigger	than							in	order	not	to	
asymptotic	distribution	degenerate.
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Key	Theorem	

Let	total	sample	size	is	N,	and	N	=	l	+	n.
Assume

Then,	Under	the	null	hypothesis															,

Ø(Proof)	See	福水(2010).
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Who	are												s?

•A	non-zero	eigenvalues	of	integral	operator	
over											that	has	kernel

i.e.	non-negative	real	value	that	satisfies
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Proposed	method	to	get	a	critical	value

• We	have	to	find													.	This	can	be	estimated	
consistently by	eigenvalues	of	the	gram	matrix	
defined	by,

(called	centered	gram	matrix.)	
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Power	analysis

•Synthetic	Data	
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What	times	is	null	hypothesis	rejected	
on	100	trials.

Kernel	Two	Sample	Test	sperilor to
Other	tests	in	terms	of	power.



Power	analysis

•Synthetic	Data
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What	times	is	null	hypothesis	rejected	
on	100	trials.

Kernel	Two	Sample	Test	sperilor to
Other	tests	in	terms	of	power.



Significance	analysis

•Synthetic	data
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Type	1	error	rate	on	5000	trials.

All	tests	output	the	expected	values.



Multidimensional	case:	
iris	data(setosa and	virginica)

•Labeled	5-dim	data	
(m=50,	l=50,	N=100)
• Is	there	a	difference	
between	these	features?

•Setosa and	Setosa
• Null	hypothesis	should	not	
be	rejected.	
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Histogram:	estimated	null	distribution.	Red	line:	critical	value.	Dash	Line:	test	statistic.



High	dimensional	case:
MNIST	data(hand-written	digit		data)

•Labeled(1~9)	data	with	784	features.
• Each	feature	represents	0	or	1	of	the	pixel.

• Is	it	possible	to	classify	
these	numbers	based	on	
the	distribution?

• Can	Kernel	two	sample	
test	overcome	the	curse	of	
dimensionality?

12/9/16 23Yuchi	Matsuoka/Forefront	of	the	Two	Sample	Problem



Digit	“1”	vs	Digit	“2”

•Compare	group	of	“1”	
and	“2”.	
• Each	group	is	about	4000	
sample.

•Compare	“1”	and	“1”

•Divide	“1”	into	two	
groups.
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Histogram:	estimated	null	distribution.	
Red	line:	critical	value.	
Dash	Line:	test	statistic.
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